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Abstract

Natural Language Processing (NLP) models
often magnify the bias with respect to race,
gender and age present in datasets that they are
trained on. Furthermore, it is becoming increas-
ingly challenging to collect an unbiased dataset
given that sexist and racist content are ubiqui-
tous in common sources of data such as social
media. In this work, we propose a Generative
Adversarial Network (GAN) based approach
to augment a sentiment analysis dataset with
unbiased samples, mitigating the gender bias
present in the original dataset. We show that
our method successfully reduces the disparity
displayed by a downstream model trained on
the augmented dataset, as measured by various
fairness criteria compared across genders.

1 Motivation

As Natural Language Processing (NLP) systems
rapidly improve across many subdomains (e.g.
translation, sentiment analysis, topic classification),
they earn more trust among the general public. It’s
easy to see why: when a system has a very high
accuracy, it seems to be functioning very well. As
a result of this perception, more and more of so-
ciety believes the positives outweigh the risks of
these systems, and their adoption increases. While
these systems are unquestionably useful in many
scenarios, a number of pernicious effects of these
NLP-based systems exist, including biased predic-
tions. These biased predictions result in unfair out-
comes for marginalized groups. As the adoption
of NLP models increases, the deleterious effects of
these biased predictions will commensurately be
propagated.

For example, human resources groups in pri-
vate corporations are adopting sentiment analysis
tools for gauging employee feedback. These sys-
tems are used to better inform decisions about the
future directions of the companies that use them.

Many sentiment analysis systems exhibit gender
bias. One review by Maurer (2019) found that, of
all classifiers that took part in a particular SemEval
task (Affect in Tweets) (Mohammad et al., 2018),
most systems output “higher sentiment intensity
predictions” for one gender than another. Since
the sentiment associated with any given piece of
feedback can determine the extent to which it is
considered in decisions, these biased predictions
can result in one gender’s feedback being consid-
ered more than the other. This will, in turn, im-
pact company decisions, which affects employees.
Clearly, NLP-based systems’ biases can impact de-
cisions, resulting in downstream effects on humans.
It’s therefore critical to develop methods to combat
these biases, enabling the machine learning com-
munity to build fairer systems.

Of the existing bias-mitigation techniques, many
focus on modifying the dataset that the systems are
trained on. These techniques have serious limita-
tions. For example, counterfactual data augmenta-
tion (i.e. adding sentences with swapped pronouns
of existing data points to the dataset) requires man-
ual labeling. This must be performed for every new
task that the technique is applied to. This means
that developers of these systems have to dedicate
significant effort to modify their datasets to miti-
gate the biases.

Clearly, it would be valuable to have a bias-
mitigation technique that generalizes well to arbi-
trary contexts, eliminating the need for significant
rework. One technique uses generative adversar-
ial learning to generate data points with which to
augment the training dataset. In this technique,
the relationships necessary for bias mitigation are
learned, rather than specified through manual la-
bels, suggesting it might generalize to arbitrary con-
texts. However, this generalizability hasn’t been
thoroughly tested.



2 Problem definition

2.1 Problem
The high level goal of our project is to neutralize
bias in datasets through data augmentation using
the adversarial learning objective. We believe that
our fairness metrics can be improved for twitter
datasets by augmenting the dataset with artificially
generated non-sexist and non-offensive tweets.

We will analyze our fairness metrics using sen-
timent analysis as the downstream task. Given a
tweet (or any piece of text sequence), a sentiment
analyzer will decide whether the tweet expresses
negative or positive sentiment. This is essentially
a binary text classification task. Following from
the observation made by Kiritchenko and Moham-
mad (2018), we hypothesize that tweets containing
female-related terms (such as mother, woman, girl),
amplifies the sentiment of the tweet. For example,
the sentence “my sister is sad” will have a higher
negative sentiment score when compared to the
sentence “my brother is sad”, given that the former
contains a female-related term (“sister”).

We believe that the amplification of sentiment
can have adverse effects on people identifying as
female. In addition to enforcing dangerous stereo-
types, there are many cases where sentiment analy-
sis is used to automatically detect depression from
social media or blog post entries to advance psycho-
logical research and mental health aid, similar to
what Husseini Orabi et al. (2018) and Deshpande
and Rao (2017) has done in their work. The mis-
classification of sentiment for women (and poten-
tially other minority groups) may lead to problems
such as having one gender group being flagged as
more depressed than the other.

Natural Language Processing applications are
also commonplace in professional settings. As
mentioned previously, some human resource de-
partments within organizations increasingly use
automated sentiment analyzers to assess employee
feedback (Maurer, 2019). This entails that biased
sentiment analysis results can lead to the silenc-
ing of female voices, wherein their feedback might
not be taken into account. Additionally, the over-
amplification of sentiment on text sequences con-
taining instances of female-related words can also
mean that negative words are scored more severely,
therefore a female worker who received negative
feedback might be scored lower than a male worker
who received a similar kind of feedback. Con-
versely, if positive words are also scored more

highly, then it would be unfair for male workers
who receive similar positive feedback but may re-
ceive a much lower positive score.

Therefore, our main objective in this project is
to use the adversarial training objective to artifi-
cially generate text that simulates real tweets with
the aim of neutralizing the effect of data dispar-
ity to the over-amplification of sentiment in the
sentiment analysis task on text containing female-
related terms. Given that our method works in
maximizing the fairness of the downstream task,
our method can potentially be adapted to various
tasks and validates the generalizability of a novel,
reproducible debiasing technique.

2.2 Dataset

We decided to use the Sentiment140 dataset as our
baseline collected by Go et al. (2009). The dataset
contains over 1.6 million tweets, alongside other
relevant information such as the tweetID, tweet
date, query used to obtain the tweet, and the tweet
author. Each tweet comes with the corresponding
sentiment/polarity label of NEGATIVE and POSI-
TIVE. Below are examples of tweets reflecting the
aforementioned sentiment labels:

NEGATIVE: “I’ve just spent 1 hour to
enter all the bureaucratic nonsense for
March. What a waste of my time.”
POSITIVE: “I’m meeting up with one of
my besties tonight! Can’t wait!! - GIRL
TALK!!”

Contrary to most datasets collected for the task
of sentiment analysis, the Sentiment140 dataset’s
labels are not hand-annotated. In fact, they have
automated the collection process fully. The au-
thors collected a handful of tweets from twitter and
automatically labeled tweets containing positive
emoticons such as :) as POSITIVE and tweets con-
taining emoticons that signify negative emotions
such as :( as NEGATIVE. We have performed
Twitter-specific preprocessing on top of normal text
processing (which involves lowercasing, tokeniz-
ing, and removing stop words), such as obfuscating
and removing usernames and links for privacy pur-
poses, as well as separating hashtags into individ-
ual words (e.g. #BlackLivesMatter → Black Lives
Matter) using the help of the ekphrasis Python
library (Baziotis et al., 2017). This step is highly
crucial as we would like to minimize the amount
of noise in our dataset (such as the presence of stop



words or non-English words) while retaining as
much information with respect to the sentiment la-
bel as possible. Since our task is to mitigate biases
with respect to sentiment classifiers between the
two gender classes, we were careful to not remove
stop words which are male or female-related, such
as he, she, hers, his, and more.

After cleaning the tweets, we decided to per-
form an initial visual exploration on the dataset
to further understand the data. We have used the
WordCloud Python library to create visualiza-
tions which show which words occur most fre-
quently in tweets labeled as containing a ‘nega-
tive’ polarity and tweets labeled as containing a
‘positive’ polarity. From the figures below, we can
see that there exists words such as ‘bad’, ‘hate’,
and ‘miss’ in tweets classified as ‘negative’ while
the positive tweets contain words such as ‘love’,
‘like’, and ‘haha’. We are aware that this signifies
the tendency of a model to learn the correlation
between the existence of such words and the final
predicted sentiment label. During model training,
we have split the dataset into 60% training data,
20% validation data, and 20% test data.

Figure 1: WordClouds depicting the most common
words found in tweets labeled as NEGATIVE (up) and
POSITIVE (down)

2.3 Metrics
Since our main objective is to reduce bias earlier in
the pipeline by augmenting the dataset through arti-
ficial generation, we are more interested in the fair-
ness of the model rather than the overall sentiment
classification performance of our model. However,

we are also keeping track of the overall accuracy
and F1-score, as well as the precision and recall
for each class with respect to our downstream task
since we also want to prove that training on the
augmented dataset still results in a model with a
performance that is good enough to be useful.

For our fairness metric, we will calculate the
average sentiment value for each class, as well
as the minimum and maximum sentiment value.
This is done by identifying the gender-related terms
within a tweet and the corresponding sentiment
prediction. A predicted value of greater than or
equal to 0.5 signifies a positive sentiment while a
value of less than 0.5 signifies a negative sentiment.
Our main objective would be to try and minimize
the difference between the average sentiment value
for text containing male and female terms. We
will also measure the classification performance
by tracking the accuracy, F1-score, precision, and
recall.

Finally, we will compare the performance of the
model trained on the original Sentiment140 dataset
and the performance of the model on the new aug-
mented dataset in the sentiment classification task.
We will keep the model identical for a fair com-
parison without additional dataset-specific hyper-
parameter tuning. Each metric will be calculated
independently for text containing male and female
related words, but we will also present the overall
metric for each model for a general comparison.

3 Related work

3.1 Prior work in dataset debiasing using
generative methods

This work takes inspiration from Agrawal (2022),
which proposes to debias a dataset for a natural lan-
guage task by augmenting it with synthetic samples
generated by a language model generator. The debi-
asing is achieved by training the generator to avoid
generating sequences with strong indication of cer-
tain protected attributes. Agrawal (2022) attempts
this framework on the task of identifying conversa-
tional tweets from non-conversational tweets and
using author ethnicity as a protected attribute. We
build on Agrawal (2022) by attempting their pro-
posed method to a sentiment analysis task and by
using gender as protected attribute, demonstrating
the generalizability of this framework.



3.2 GANs for natural language generation
To train the generator to avoid generating se-
quences with strong indication of ethnicity,
Agrawal (2022) uses an ethnicity prediction model
as a feedback mechanism in a GAN-like frame-
work. One challenge in adopting the original GAN
framework (Goodfellow et al., 2014) to natural lan-
guage generation is the inability to backpropagate
through the sampling operation which language
models use to sample words from logits.

To address this difficulty, the authors of Agrawal
(2022) adopt a reinforcement learning-based ap-
proach, SeqGAN (Yu et al., 2017), which bypasses
the need to backpropagate through the sampling
operation. Motivated by shortcomings of maxi-
mum likelihood training (Welleck et al., 2019), the
original SeqGAN uses a real-fake discriminator
to train a generator to generate realistic language.
Since this allows for an arbitrary form and number
of discriminators, this makes SeqGAN an attrac-
tive framework for controlling the characteristics
of generated text.

In this work, we aim to investigate the SeqGAN
framework’s ability to train generators to generate
data useful for specific downstream tasks, while
ensuring that the generated samples adhere to a
non-sexism constraint, leading to an overall less
biased augmented dataset for downstream models.

4 Baseline

4.1 Text classification model
To determine the effectiveness of our proposed de-
biasing approach, we train a deep learning model
on the sentiment analysis task with no further inter-
vention. Our baseline model consists of two Bidi-
rectional Gated Recurrent Unit (GRU) layers fol-
lowed by a convolutional layer, a Recurrent CNN
architecture shown to be effective for text classifi-
cation by Zhang et al. (2018). The GRU preserves
historical information in long text sequences, while
the final convolution layer extracts local features,
leading to a better representation for the sentiment
classification task. We use a hidden size of 64 for
both the GRU cells and the convolution layer, with
a dropout layer after each Bidirectional GRU layer
to regularize our model and prevent overfitting. The
network architecture is shown in Figure 2.

The model takes in special GloVe word embed-
dings with 100 dimensions which were trained on
tweets as input (Pennington et al., 2014). We be-
lieve that this is the most suitable representation for

Figure 2: Recurrent CNN architecture for sentiment
classification

our training data as it consists of highly colloquial
text from tweets, and that this feature represen-
tation will capture the relationships between the
words most appropriately, retaining as much of its
original meaning as possible in a vectorized form.

4.2 Results and analysis

We measured our baseline results using the perfor-
mance and fairness metrics mentioned in section
2.3. The classification performance is tabulated in
Table 1.

Precision Recall F1-score Support
Negative 0.81 0.83 0.82 3625
Positive 0.73 0.69 0.71 2375

Table 1: Baseline sentiment analysis performance

Mean Minimum Maximum

Negative
Male 0.27 0.03 0.92
Female 0.08 0.01 0.82

Positive
Male 0.73 0.08 0.96
Female 0.92 0.18 0.99

Table 2: Baseline fairness metrics

As we can see, the model performs with an aver-
age test accuracy of 78% on the test dataset. It is
also interesting to see that the model performs bet-
ter in predicting negative sentiment than positive



sentiment. The F-1 score for predicting negative
sentiment is 0.82 and 0.81 for positive sentiment.

Upon examining the fairness metric of our base-
line in Table 2, we see that there is a significant
difference between the mean sentiment scores for
different genders. We can see that for statements
containing nouns or pronouns associated with fe-
males, the mean positive sentiment is 0.92 which is
much higher than 0.73 associated with males. Simi-
larly for negative sentiment, the mean negative sen-
timent is much lower for the female class. It can be
seen that usually sentiments for females are more
extreme as observed by the minimum and maxi-
mum values shown in Table 2. The mean positive
sentiment score being higher and the mean nega-
tive score being lower for females can be attributed
to the stereotype that women are more emotional
than men and it is possible that the dataset contains
more data for women that is extreme in terms of
sentiment. This is the disparity that our work aims
to decrease using a more balanced dataset.

5 Methodology

Our approach focuses on using Generative Ad-
versarial learning to generate an unbiased dataset
which can be used to augment a biased dataset to
be used in a downstream Natural Language Pro-
cessing (NLP) task. The downstream NLP task to
be used here is sentiment analysis and the objective
will be to generate a gender-unbiased dataset to
augment with the Sentiment140 dataset.

5.1 Overview

The overall architecture of our approach is de-
scribed in Figure 3. The approach involves using
a generative adversarial network (GAN) to gener-
ate synthetic tweets that are similar to our original
dataset, the Sentiment140 dataset. We implement
the SeqGAN as our generative adversarial network
(GAN) as described by Yu et al. (2017). It is further
explained in the following section. The generator
used in the GAN is DistilGPT2 model trained on
tweets (Dayma, 2021). The generated synthetic
tweets are then subject to a selection process by
a sexism detector. For this, we used the classifier
described by Safi Samghabadi et al. (2020). It is
explained in depth in the upcoming sections of this
paper. We use this classifier to remove tweets that
might increase the gender bias in our dataset. Fi-
nally, we use a sentiment analyzer from Heitmann
et al. (2020) as our ‘gold standard’ sentiment anal-

ysis tool to label our generated data. The process
of generating data using the GAN and purging the
gender biased data to produce unbiased data can
be repeated many times to increase the size of our
augmented dataset. We then retrain our baseline
model using the augmented dataset and evaluate
our results.

5.2 SeqGAN: Sequence Generative
Adversarial Networks with Policy
Gradient

Our proposed approach utilizes a GAN approach
on natural language generation, which faces the
difficulty of backpropagating through the sampling
operation in our language model-based generator.
In particular, the gradient of the loss with respect
to our generator’s parameters θ is

∇θJ(θ) = ∇θEy∼Gθ
[Qϕ(y)]

In the equation above, Gθ is the generator, Qϕ

is the discriminator, and y is the sequence sampled
by the generator Gθ. Since the expectation is taken
over the distribution Gθ, in which the sequence y
undergoes a sampling step, this gradient cannot be
computed analytically.

To address this challenge, we adopt a reinforce-
ment learning-based approach called SeqGAN Yu
et al. (2017), which bypasses the need to back-
propagate through the sampling operation. In Yu
et al. (2017), the gradient is approximated by the
REINFORCE gradient Williams (1992):

∇θJ(θ) ≈
∑
y

∇θGθ(y) ·Qϕ(y)

Observe that, in this formulation, all quantities
can be computed analytically. In particular, we only
need the gradient of the probability distribution
induced by the generator Gθ, instead of the gradient
with respect to the sampled sequences y. For a full
discussion of this gradient estimation, the reader is
referred to Yu et al. (2017).

An additional complication for adapting the
GAN framework for discrete token generation, as is
the case in natural language generation, is that it is
non-trivial to specify rewards for partly-generated
sequences. In particular, the discriminator only as-
signs rewards for fully completed sentences, and
not partially-generated sentences. This makes the
reward signals ”sparse”, making it harder to train
the generator due to not receiving intermediate re-
wards immediately after generating a token.



Figure 3: GAN-based framework for generating gender-neutral training data

To address the challenge of sparse rewards, Yu
et al. (2017) estimates the intermediate rewards
using Monte Carlo Tree Search, a technique shown
to be successful in estimating intermediate rewards
in the sequential nature of turn-based games (Silver
et al. (2016)). For full details of the Monte Carlo
Tree Search policy used, we refer the reader to Yu
et al. (2017).

In order to adapt the SeqGAN framework to the
task of generating synthetic and unbiased data use-
ful for a downstream task, we make the following
modifications to the original SeqGAN framework:

• We retool the real-fake discriminator to distin-
guish between data coming from the original
downstream dataset and synthetic data gener-
ated by the generator. We do this to ensure
that the generator generates data useful for
specific downstream tasks. We further make
use of the Monte Carlo Tree Search rollouts
as described in Yu et al. (2017) to convert the
sparse rewards to dense ones.

• We attach a sexism detector as an additional
discriminator, and use it to provide feedback
to the generator that encourages it to gener-
ate samples which are not sexist. This helps
to reduce the overall bias in the downstream
dataset, which reduces the bias in models
trained on that dataset. We also convert this
sparse reward to a dense one using Monte
Carlo Tree Search rollouts. We describe our
sexism detector in a subsequent section.

However, due to the instability of adversarial
training, we decided to omit the sexism detector-
discriminator from the final version of our ap-
proach. In the analysis section, we justify this

decision, and propose an alternative which results
in a reasonable amount of debiasing.

5.3 Sexism detection
The sexism detector is based on the system pre-
sented by Safi Samghabadi et al. (2020). It uses a
BERT based model to detect aggression and misog-
yny as two separate tasks. The BERT based layers
are used to extract contextual information. The out-
put of this layer is fed to an attention layer followed
by a fully connected layer. Finally, the output is fed
to two different classification layers: one for detec-
tion of aggression and the other misogyny. We use
the outputs from the misogyny classification as our
sexism detector to ’purge’ gender-biased examples
generated by the SeqGAN.

5.4 Results and analysis

Precision Recall F1-score Support
Negative 0.77 0.74 0.76 1662
Positive 0.59 0.63 0.61 976

Table 3: Sentiment analysis performance on debiased
dataset

Mean Minimum Maximum

Negative
Male 0.61 0.00 1.00
Female 0.59 0.00 1.00

Positive
Male 0.39 0.00 1.00
Female 0.41 0.00 1.00

Table 4: Fairness metrics on debiased dataset

We have tabulated the performance metrics of
the sentiment analyzer trained on our augmented
dataset in Table 3. It can be seen that our perfor-
mance does fall from the baseline with a test accu-



Sentence Sentiment
“I can’t think of a better portrayal of a lonely lonely lone wolf than the guy who plays the guitar. He has no real life.” Negative
”I never thought that a man could be so mad as me.” Negative
”A girl laying on the floor, crying, and all the people are just warmly kissing her while I convey my sad, broken heart.” Negative
”There are beautiful women and beautiful men.” Positive

Table 5: Sample sentences generated by SeqGAN. Words that denote gender are emboldened.

racy of 70%. This drop is seen across all metrics. It
is also interesting to note that even here our model
performs better in predicting negative sentiment
than positive. However, we can see from Table 4
that our augmented dataset does indeed improve
the considered fairness metrics when compared to
our baseline. We see that the difference between
the mean negative and positive sentiment for differ-
ent gender classes drastically reduces with mean
negative sentiment being 0.59 and 0.61 respectively
for females and males respectively.

The tweet-based SeqGAN is successfully able
to generate synthetic tweet data that was close to
the source corpus. This could be attributed to the
fact that GPT-2 models have been trained on huge
corpora and are able to generate data that is coher-
ent, logical and believable. The sexism detector is
also able to select tweets that would lower the gen-
der bias in our dataset and thus reduce bias in our
downstream task, in this case sentiment analysis.
We present some of the sentences generated by our
system in Table 5.

Additionally, we decided to further evaluate the
sentences that were generated by our SeqGAN. We
obtained a set of words related to emotion as de-
fined by Shaver et al. (1987), where they defined
six primary emotions, 25 secondary emotions and
135 tertiary emotions. We identified the gener-
ated sentences that contain ‘emotion’ words, and
found out that over 2000 samples containing ‘emo-
tion’ words are associated with male-related words
while only around 500 samples are associated with
female-related words. We also observed that there
are plenty of sentences which contain ‘emotion’
words and both male and female-related words, for
example, “there are beautiful women and beautiful
men”.

However, it was a non-trivial task to train the
GAN. We had initially planned to use the sexism
detector as an additional discriminator for our Se-
qGAN, but we could not achieve convergence in
the joint training loss. Instead, we train the GAN
only using the real-fake discriminator, and instead
use the sexism detector to filter away generated

examples that exhibit sexism.
We found that a majority of the generated sam-

ples (around 90,000 out of 100,000) were not sexist.
However, it is desirable to obtain a generator which
inherently knows how to generate non-offensive
examples. Integrating the sexism detector as an
additional discriminator during the GAN training
could be a valuable future extension to our work.

6 Ethical implications

There are clear benefits of a technique that could
remove bias from datasets in a fully generalizable
fashion. However, there are some potential draw-
backs. First, alleviating bias along one axis (e.g.
gender) can impact the bias exhibited along other
axes. The bias along any given axis can only be
tested by explicitly partitioning the dataset by that
axis. This requires labeling each data-point accord-
ing to that axis. It is nontrivial to get these labels.
Therefore, it’s difficult to analyze the bias of a sys-
tem along all axes. Because of this, it may be
difficult to identify if and when this bias-mitigation
approach exacerbates bias along a different axis.

Our GAN-based approach also makes it easy
to generate extremely biased synthetic samples by
a simple modification to the objective function:
instead of penalizing the generator for generating
sexist samples, malicious actors can instead reward
it.

There are also a few problems associated with
synthetic data, in general. Synthetic data can be
used maliciously, even if its unbiased. For exam-
ple, the availability of high-quality, unbiased data
would make it easier to impersonate a member of
a given group. Additionally, synthetic data genera-
tion sometimes produces nonsensical results. De-
pending on the downstream application, this can
impact the performance on the downstream task
in unpredictable ways, in turn resulting in an im-
pact to the people impacted by that model. Finally,
synthetic data doesn’t always capture outliers’ char-
acteristics. In situations where detection of outliers
is especially important, this would be a significant
problem.
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