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- Emotion recognition in conversation is inherently multimodal, Multimodal Supervised Prototypical Contrastive Learning (MM-SPCL) Model {Modalities} F1 Score
as humans express emotional cues across various modalities (Fusion approach” in parenthesis) (per approach)
such as language, facial expressions, and speech o lfc*‘mse””s‘“tec“"‘q”ej S SPCL {t} 0.6627

- Multimodal emotion recognition in conversation (mERC): o BTN BN - oot L MM-SPCL {t, a} (LP, CM) (0.6587, 0.6551)
using more than one modality, identify different emotions at g IR . .. ey L ComEsve L g L Emotion MM-SPCL {t, v} (LP, CM) (0.6622, 0.6518)
each turn within a conversation, where there is more than one | | s R i e abel MM-SPCL {t, a, v} (LP, CM) (0.6543, 0.6514)
person participating in the conversation (multi-party) Ll e N g s N _ Results for MBT Fusion and Residual Optimization approaches in progress

- Large potential applications in many challenging tasks such Representation generation Multimodal fusion and SPCL for mERC Analysis
as dialogue generation, behavior understanding, and . .
multimodal interaction in various domains such as healthcare Representation generation T e

- Project goal: explore techniques to improve cross-modal Modality representations were generated through the following: '
information sharing for affect recognition - Audio: extract features using OpenSMILE and L2-based selection

- Video: select mid-utterance frame; obtain features using CLIP ViT

- Text: prompt-based technique using SImCSE
Dataset C,e P [ for u, s feels ] l - b
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Multimodal EmotionlLines Dataset (MELD) [1] Where C_is context, P, is prompt, u, is utterance, and s, is speaker Class Imbalance in MELD Inseparable Audio Features
- More than 1400 multl_party dlalogues and 13000 utterances from .......................................................... Srreaasesss s
the Friends TV series (modalities: text, audio, and video) Multimodal fusion approaches
- Each utterance in a dialogue has emotion and sentiment labels arlv Bof otvoical contractive | 1 clusteri When is someone really happy?
: : : : - rty: re pr | ntrastiv n rng. i N
- Emotions: anger, disgust, sadness, joy, neutral, surprise, fear Ea y: b€ ot.e P O'tchﬂi C? ITO [Fastive OSSE Clustering We found that the Multimodal SPCL models 3 1., .70 oo s oor oo
- - : xperimenting wi e following approaches: ' ' ' ° :
- SentlmentS: DOS|tlve, negatlve, neutral p g. . g. pP JOy and dlngSt n:]UCh betterthal:] |tS UnlmOdal sadness { 007 0.15 036 0.07 022 0.04 0.09
— e T o - Concatenation and Linear Projection (LP) counterpart, yet it models surprise, fear and
Positive Neutral Neutral Negative . . .
_____ ()()()(g) - Pairwise Cross-Modal Attention (CM) [3] sadness more poor[y. disgust| %07 0.28 031 003 004 003 024
1) Youliked it? You 3) Which part =1 Yk at et the | . ;\c,e ;e* S & Ke"a* &
' ealy ed 7  exacty’ ~ kangaroo? - Multimodal Bottleneck Transformer (M BT) [4] ttneck i Fusion ST & i & &
: mage Sourcer [4] || Tt SERTRRTI S SRR
3 MM-SPCL correctly disagrees with SPCL!
3 ' JOEY ST e
B oa proiz sipler | Unimodal  Bimodal  Trimodsl b {Pushemout,pushem| | 115 dialogue exemplifies the lack of
5 Iteraclions restl resim out, harder, harder. context in audio, and how this results in
4) The whole thing! gl wasailggrr(i)soeicrl]t: 8) Don'tgo, 1 i . . .
S et mammme sy | e }[L<y,ym>]+[f:<y S e | | T erroneous predictions when its effect
. ( Imizauon ! . . . .
(Sentiment : Postive oo e e i 9 d d . True label: Joy . dominates. Upon listening to the audio of
Image Source: [3] wi ok I ok T = @) (SPCE labes Joy . each utterance inisolation, the tone of the
_ s ) [ | | i e sboeretio  speaker does indeed sound assertive
Cha“enges - Late: Residual learning for  wiys —# A-}}Z . C-D}Z p AN S i el
. odali - Xp Xp, X¢ X4 Xp, X Vori el d tively: al t t i oy o
- - “on-additive bimodal T [ = jcelberedes silielydimosanspitonel | (almost angry), bu’F from. context it is clear
- A conversation in a mERC task often contains different speakers and ' . , £ T that the scene depicts a joyous moment.
. . I S 'L :
soes over several turns, therefore emotions can vary drastically and trimodal interactions mage Source: Lecture 12.2

- Current state-of-the-art architecture utilizes the Supervised

- The SPCL framework uses a contrastive loss; it treats same label
examples within batch as positive, the rest negative
- The MELD dataset exhibits a heavy class imbalance, which can be

Prototypical Contrastive Learning (SPCL) loss [2], however it only
uses the text modality
- The main challenges in our project are:

- Obtain video and audio representations using a speaker-aware and
context-aware methodology, similar to how the text representations
are obtained in the original SPCL paper [2]

(1) adapting existing SOTA architectures to multiple modalities particula.rly detrim.ent.al for contrastive loss objectives - ldentify biases in emotion recognition performance that may stem from
(2) exploring approaches for appropriate alignment and fusion - Prototypical learning is used to introduce vectors from each class the stereotypical portrayals of characters, e.g. female characters being
Utterance: “Become a drama critic!” Utterance: “Great, now he is waving back” in each batch by Samplmg from a support set portrayed as being more emotional/dramatic
Emotion: Joy Sentiment: Positive Emotion: Disgust Sentiment: Negative - Further, curriculum learning is also used to order the train set in - Use explainability and interpretability techniques for multimodal
o T o PPN e order from easiest to hardest instances models such as SHAP and LIME to further understand the contribution
ambiguous | Joyous tone RN BOSHESY Fitione NERWE - Difficulty is measured as distance of an instance cluster centers made from each modality towards the final emotion classification
[1] Poria, Soujanya, et al. "MELD: A Multimodal Multi-Party Dataset for Emotion Recognition in Conversation.” (2018) [3] Tsai, Yao-Hung, et al. “Multimodal Transformer for Unaligned Multimodal Language Sequences” (2019)

[2] Song, Xiaohui, et al. "Supervised Prototypical Contrastive Learning for Emotion Recognition in Conversation." (2022)  [4] Nagrani, Arsha, et al. "Attention bottlenecks for multimodal fusion." (2021)



